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Fig. 11: Resource Utilization for (a) Tx on Zedboard, (b) Rx on ZC706, (c) Combined Tx-Rx on ZC706

6.2 Resource Utilization

Our Tx design can be accommodated on either the ZC706
or the Zedboard, although only the ZC706 has sufficient
resources for the Rx implementation. The Tx resource uti-
lization results are shown in Fig. 11a. These results show
increasing lookup table (LUT), register, and digital signal
processor (DSP) usage as more components are put onto the
PL. The number of registers decreases slightly from V2 to V3
due to the different data types involved. The slice registers
hold state information that reduces because V2 must trans-
fer data in 32-bit sample form, while V3 holds data in single-
bit form. V2 must hold each sample in complex, 16-bit fixed-
point format before initiating IFFT processing, and 64 data
samples make up a frame. In all model versions, even the
PL-only variant, the FPGA is at less than 5% utilization on
the ZC706 and 20% on the Zedboard, meaning that it retains
many LUTs and registers for use by prospective component
variations (e.g. QPSK), higher OSI layers and other designs.

The Rx resource utilization on the ZC706 is shown in
Fig. 11b. Like the Tx, these Rx utilization results show
increasing lookup table (LUT), register, and digital signal
processor (DSP) usage as more components are put onto
PL. The largest increase comes from the initial placement of
preamble detection on the PL in V2. Note that the Rx uses a
significant portion of the FPGA resources, with as much as
60% of the total slices, the main grouping of logic resources.
Still, we see that there remain many LUTs and registers for
use by higher OSI layers or other designs.

A combined Tx and Rx design could be implemented
on the ZC706 or more powerful boards. Such a combined
design would be appropriate for a modern bidirectional
transceiver, since even a designated Tx must have an Rx
component to receive ACKs. The combined Tx and Rx
resource utilization is shown in Fig. 11c.

6.3 Power Efficiency

In addition to meeting timing and resource requirements,
we are also interested in generating power efficient designs.
Since the Zynq PS is based around an embedded ARM
processor designed for low power, it is more power efficient
than some alternative processors such as TI6670 DSP used
in Atomix, which consumes 5-8 W [4]. The Zynq platform
always provides power to the ARM processor; thus, using

TABLE 5: Power Usage, Tx on Zedboard, Rx on ZC706

Tx (W) Tx (∆V1) Rx (W) Rx (∆V1)
V1 1.530 0 1.566 0
V2 1.819 0.289 2.343 0.777
V3 1.840 0.310 2.354 0.788
V4 1.845 0.315 2.111 0.545
V5 1.844 0.314 2.106 0.540
V6 1.847 0.317 2.111 0.545
V7 1.842 0.312 2.115 0.549

FPGA fabric adds to the overall power consumption. The
Xilinx Zynq SoC we use has 7-series FPGAs, which consume
less power than the Virtex-4 FPGA in WARP or the Virtex-
5 in Sora [30]. The FPGA power consumption is related
to the SoC chip area and resource utilization; hence, each
version of our Tx and Rx designs that puts another block
onto FPGA fabric increases overall power consumption.
Xilinx Vivado offers synthesis options for speed or area
optimization that we plan to explore in future work. The
power results were derived by running the Vivado Power
Report with fixed environmental settings (e.g. output load
5 pF, ambient temperature 25 � C). The Tx and Rx power
consumption on the Zedboard and ZC706, respectively, are
shown in Table 5. Our results show that the FPGA fabric is
more power efficient than the ARM processor because each
power increase is only a fraction of the ARM power in V1.

The Tx total power increases from 1.530 to 1.842 Watts
as more components are placed on the PL. However, this
increase of 312 mW is small when compared to the Tx
PS consumption, which alone is 1.53 W on the Zedboard.
As expected, the power increases as more components are
added to the PL, most notably AXI in V2 and IFFT in V3.

The Rx total power also increases as more blocks are
put on the PL, most notably AXI and preamble detection in
V2 and FFT in V3. However, we see a significant decrease
when BPSK is placed on the PL in V4. The reason is the
data type change from samples to coded bits. Whereas V3
transfers 64 32-bit fixed point samples from PL to PS, V4
only transfers 48 bits packed into 2 32-bit integers. Thus, the
load on the AXI interconnect is reduced by a factor of 32.
From V4 to V7, the Rx power increases only 4 mW, which is
minor compared to the ZC706 PS consumption of 1.566 W.
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TABLE 6: Preamble Detection Matched Filter Variants

Default HDL Long HDL Training
Data Path Delay (ns) 499.6 313.7 131.6

%LUTs 8.89 38.16 15.77
%Registers 4.34 1.96 1.26

%DSPs 99.22 35.33 14.67
Total Power (W) 2.65 2.34 2.09

6.4 Variants of Processing Blocks
Next, we focus on two components that consume many
resources, preamble detection and Viterbi decoding, and
explain the details and tradeoffs associated with the design
of each.

6.4.1 Preamble Detection
Our preamble detection method uses a matched filter block
to efficiently correlate two frames of fixed-point input sam-
ples with the expected long preamble sequence. When
the complex magnitude exceeds a predefined normalized
threshold, a flag is set to identify that the preamble was
found. In addition, the index of maximum correlation is
used by a selector block to choose which sample in the
delayed frame is first OFDM demodulated.

Our modeling environment aided in the identification
of preamble detection as a major source of path delay and
resource utilization. Thus, we prototyped different versions
of the preamble detection processing block for variant V2,
which use different algorithms for the matched filter (MF)
component. These variants are shown in Table 6.

The first MF variant was manually assembled from the
default components, which are a delay line and an array
of multipliers and adders for each received sample. Since
this default version auto-generates HDL for each individual
multiplier and adder, it is not HDL optimized and it is very
inefficient. The Vivado synthesis process used over 99% of
the DSPs for it, and it has a very long data path delay.
Using the HDL-optimized MF with the full long preamble
was therefore preferable. However, since the long preamble
is composed of repetitions of a shorter training sequence,
we found the best results using this training sequence for
the MF coefficients instead. The HDL-optimized training MF
showed a 2.38X reduction in data path delay over using the
long preamble, as well as a 1.12X reduction in power and a
smaller number of LUTs, registers, and DSPs utilized.

The modeling environment shows value for highlighting
that preamble detection is a bottleneck. In addition, the
resource utilization analysis identifies that the Zedboard can
now be used for the Rx chain in addition to the ZC706. In the
original long versions of the design, due to the large number
of LUTs and DSPs needed, we were forced to use the ZC706.
However, using the training version uses only a fraction of
those LUTs and DSPs, meaning that the resources available
on the Z-7020 SoC are sufficient for implementing all model
variants, even the HW-only design.

6.4.2 Viterbi Decoder
The Viterbi decoder processing block reverses the effects of
the convolutional encoder by calculating maximum like-
lihoods. Since the decoding is based on probabilities, it

TABLE 7: Viterbi Decoder Variants

Delay-Based BRAM-Based
Data Path Delay (ns) 307.73 314.45

%LUTs 40.97 40.34
%Registers 4.17 3.24

%DSPs 36.78 36.78
#BRAM Tiles 0 2

Total Power (W) 2.358 2.357
Viterbi Power (W) 0.011 0.005

requires a delay of a few dozen samples before it can
produce valid output data bits. Since it requires memory
to hold intermediate state values, an implementation may
use different resources to accomplish this, either by use of
registers or block RAM (BRAM).

Since Viterbi decoding was also revealed to be a source of
delay and resource usage, we prototyped different versions
of the Viterbi Decoder (VD) processing block for model
variant V6, which are shown in Table 7. By using the
default delay-based version, we observed the lowest data
path delay. However, using the version that holds state
memory in BRAM uses fewer LUTs and registers, which
slightly lowers the overall power consumption. By looking
specifically at the power consumed by the VD block, we
see a power reduction of 6 mW. Thus, swapping the VD
variant illustrates a tradeoff between time and power that
can be dynamically tuned for either objective. This brand
of adaptability is most useful when there are few of one
resource available, and switching the implementation of a
processing block would be beneficial for utilizing less of the
overused component (e.g. LUTs or registers) and utilizing
more of an underused component (e.g. BRAM).

6.5 Next Generation Enhancements

Having demonstrated the capability of our modeling en-
vironment to prototype the 802.11a processing chain, we
explore extending the design to research areas of interest
to the next generation wireless community. In particular,
we show how our modeling environment is suited for
exploring such issues as protocol coexistence and multiple-
input, multiple-output (MIMO) operation.

6.5.1 LTE / Wi-Fi Coexistence
The reusability inherent in our modeling environment al-
lows us to explore LTE and Wi-Fi coexistence on the same
channel. The IEEE 802.11a standard provides the functional
basis for IEEE 802.11g, the protocol used by Wireless Fire-
wall (Wi-Fi) devices. As an initial study into this topic, we
note that OFDM is used by both protocols. However, to
support OFDM for both protocols would require different
IFFT sizes and cyclic prefix lengths, as well as flexible
subcarrier allotments to form OFDMA (‘MA’ in the acronym
implies the addition of multiple access) used in the downlink
channel for LTE. Our modeling environment can easily
modify processing blocks to prototype the different settings
for each standard. For example, we can vary the IFFT sizes
required by LTE OFDM and collect metrics to identify the
impact of the different size, as shown in Table 8. The results
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TABLE 8: OFDM Block IFFT Size Variants

IFFT Size 64 128 256 512 1024

Data Path Delay (ns) 15.15 16.76 16.81 15.64 17.99
%LUTs 19.86 22.38 27.8 37.18 54.86

%Registers 12.33 14.47 19.09 27.65 44.11
%DSPs 6.36 7.73 9.09 10.45 11.82

Total Power (W) 1.842 1.841 1.849 1.854 1.872

TABLE 9: All-HW Model MIMO Variants

# Tx/Rx chains 1 Tx 2 Tx 1 Rx 2 Rx
Data Path Delay (ns) 10.63 11.37 25.07 25.27

% LUTs 1.89 4.06 7.15 13.87
% Registers 1.14 2.11 3.44 6.84

% DSPs 1.44 1.78 25.78 51.56
% Slices 3.18 6.48 12.24 22.04

Total Power (W) 1.930 1.938 2.128 2.321
PD Power (W) n/a n/a 0.183 0.359

show increases in data path delay, resource utilization, and
power for rising IFFT sizes.

Considering the case of LTE, larger amounts of control
flow exist here compared to 802.11. Presuming this control
flow exhibits a large amount of divergence, it may be better
placed on the PS. This would require more communication
from PS to PL to administer functional changes, and intro-
duces multiple HW-SW divide points. In this case, while the
streaming data is best suited for AXI-streaming transfers,
we may reserve AXI-lite channels for handling infrequent
control messages from the PS to the PL.

6.5.2 MIMO Spatial Diversity

The IEEE 802.11n standard describes the extension of
802.11g for MIMO. Since the ADI FMComms3 supports
MIMO with 2 transmit channels and 2 receive channels,
our platform allows for further exploration of spatial diver-
sity. By using multiple antennas, we can experiment with
transmitting and receiving identical sequences, which can
be used at the receiver to overcome fading and interference.

To prototype spatial diversity as a basis for future ex-
periments, we must first recognize that some elements of
the receive chain are ill-suited for replication. Simply at-
tempting to copy the original preamble detection compo-
nent multiple times easily overwhelms the FPGA resources,
surpassing the number of available slices. However, using
the reduced preamble detection method described in 6.4.1,
we can accommodate multiple receive chains on the FPGA.
We modified model V7 for both the transmitter and the
receiver, and capture the results in Table 9.

The results show that multiple transmit and receive
chains can be implemented on FPGA fabric with only mi-
nor changes to data path delay. Duplicating the preamble
detection (PD) block for the receive chains doubles the
number of DSPs and slices used, as well as the power
for that processing block. However, the total power only
increases by a fraction. By using multiple antennas and
transmitting identical sequences, we can next experiment
with using alternate encoding or modulation techniques

for each channel and enable further evolution towards the
MIMO functionality described in 802.11n and 802.11ac.

7 DISCUSSION

7.1 Reusability for Wireless Studies

A major benefit of our flexible SDR testbed is the ability to
reuse components for alternate 802.11 and mobile standards.
A comparison of the protocol settings in several modern
802.11 and LTE-based cellular standards is given in Table
10. The functional blocks of our 802.11a implementation,
especially those concerning scrambling and block interleav-
ing, can be re-used in a number of different standards.
However, some modifications would need to be made
to support different convolutional encoding rates besides
1/2 and digital modulation schemes besides BPSK. This
reusability allows us to explore LTE and Wi-Fi coexistence
on the same channel, TV whitespace reuse, or co-operation
with RADAR, and also allows the same SDR hardware
to switch between access standards by downloading only
the additional functional blocks and retaining the common
ones.

In addition, the use of reconfigurable HW allows us
to explore methods for optimal subcarrier selection. Rather
than mapping modulated symbols to a fixed set of subcarri-
ers, the wireless transceiver system can dynamically assign
symbols to specific subcarriers that have been identified to
have maximum channel efficiency.

7.2 Optimization Considerations

Developers familiar with Simulink may expect the slow
execution times associated with running Simulink models
on a host PC in Normal mode. However, this expectation is
not reality in our modeling environment. Since our gener-
ated models run in External mode, C code is generated and
compiled to an executable and the executable is run on the
ARM processor. The Simulink model, running on the host
PC, only uses the start and stop buttons to send a signal
to the executable running on the ARM to begin or end.
Optimization techniques for the Zynq ARM processor are
not necessarily ideal for an FPGA implementation, and vice-
versa. For this reason, Simulink libraries include alternate
versions of blocks for either destination. For example, the
FFT algorithm is handled by the FFT block in SW, or by
the FFT HDL Optimized block in HW. Both blocks show
improvements in new releases. In R2016a, the latter block
has reduced latency for vector inputs.

Although our initial foray into HW-SW codesign uses
only the built-in Simulink blocks, we plan to experiment
with alternate custom implementations for the processing
blocks that show the longest data path delays. MathWorks
tools allow developers to create their own Simulink blocks,
via either a Level-2 S-function for incorporating custom C
code or a Black Box Interface for incorporating custom HDL
code. The latter option would allow us to incorporate IP
cores from Xilinx for LTE downlink.

While some algorithms can be optimized to work well
for a specific protocol, these may also prohibit flexibility
with other protocols. As an example, consider the Schmidl-
Cox algorithm for preamble detection with the 802.11a
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TABLE 10: Wireless Standard Block Comparison: (1) Implemented & Reusable, (2) Not Yet Implemented, but Reusable

802.11a 802.11b 802.11g 802.11p 802.11n 802.11ac 802.11ad LTE LTE-A

Scrambling (1) (1) (1) (1) (1) (1) (1) (1) (1)
Convolutional Coding

1/2 Rate (1) (1) (1) (1) (1) (1) (1) (1)
2/3 Rate (2) (2) (2) (2) (2) (2) (2)
3/4 Rate (2) (2) (2) (2) (2) (2)

Digital Modulation
BPSK (1) (D) (D) (1) (1) (1) (π/2)
QPSK (2) (D) (D) (2) (2) (2) (π/2) (2) (2)

16-QAM (2) (2) (2) (2) (π/2) (2) (2)
64-QAM (2) (2) (2) (2) (2) (2)

Direct Seq Spread Spectrum (2) (2)
Block Interleaving (1) (1) (1) (1) (1) (1) (1) (1)

OFDM (1) (1) (2) (2) (2) (2) (DL) (DL)
IFFT Size 64 n/a 64 64 64,128 64-512 512 128-2048 128-2048

Cyclic Prefix (µs) 0.8 n/a 0.8 1.6 0.8,0.4 0.8,0.4 4.69-33.33 4.69-33.33
Preamble Detection (1) (2) (2) (2) (2) (2) (2) (2) (2)

preamble. This algorithm has been shown to be optimal
for preambles that consist of a repeating training sequence,
but not others. In contrast, our incorporation of a simple
matched filter for this purpose could be used to detect
any sort of preamble for various protocols with only minor
model modification. The benefits of our modeling environ-
ment are that all of these aforementioned topics can be
explored, which very few SDR alternatives are capable of
doing. In future work, we plan to explore these optimization
methods further.

8 CONCLUSION

We have introduced and explored a method for exploring
HW-SW co-designs for 802.11a wireless transmission and re-
ception systems. We have shown that for direct feedthrough
algorithms, moving more components to execution in HW
results in faster execution speed, but adds the risk of
overwhelming FPGA resources. Moreover, while energy
consumption increases as more components are placed on
the programmable logic, the amount is negligible when
compared to the embedded ARM energy consumption. We
show that many of the components developed for this base
design can be reused for prototyping MIMO, other variants
of 802.11 such as Wi-Fi, and LTE protocols.

In the future, we plan to perform tests with online radio
transmissions and measure bit error rate (BER) for the dif-
ferent co-designs. This 802.11a PHY layer implementation
will also be used as a basis for future work in higher layers
(e.g. MAC). We plan to expand upon our investigation of
MIMO to prototype spatial multiplexing and beamforming.
In addition to fully exploring the design space, the system
will be adapted to other modern wireless standards such
as 802.11ac for beamforming, 802.11af for UHF band reuse,
LTE, and 5G.
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